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Abstract

Hamilton’s (2001) flexible nonlinear inference is not valid in the case of endogenous explanatory variables. This paper proposes a framework for dealing with endogeneity problems in the flexible nonlinear inference. We develop two estimation procedures: a joint estimation procedure and a two-step estimation procedure. The parameters in both models can be estimated by maximum likelihood or numerical Bayesian method. Our approach would be useful in dealing with endogeneity and nonlinearity in the oil-macro relation or in the monetary policy rule.
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1 Introduction

A natural approach to estimate a usual economic model is a linear relation between relevant variables. As pointed out in Hamilton (2001), however, nonlinear models may improve forecasts and provide economic insights. In usual estimation for nonlinear models, ones employ parametric approaches or nonparametric approaches. On the one hand, a crucial aspect for parametric approaches is deciding which parametric model to use. In other words, ones need to decide in what way the data might be nonlinear. On the other hand, popular nonparametric approaches sacrifice many of the benefits of parametric methods such as a needed system for adjusting a bandwidth or series expansion length, unclear interpretation of inferences and the difficulty of the hypothesis testing.

In order to develop a parametric approach along with nonparametric philosophy, Hamilton (2001) proposes a new framework for determining whether a given relationship is nonlinear, what the nonlinear function looks like, and whether it is adequately described by some particular model. He studies the expectation of a scalar $y_t$ conditional on an observed vector $x_t$, $E(y_t|x_t) = \mu(x_t)$, where a regression of the form $y_t = \mu(x_t) + \varepsilon_t$ and the functional form of $\mu(\cdot)$ is unknown. The paper views $\mu(\cdot)$ itself as the outcome of a random process and introduces a stationary random field $m(\cdot)$ whose realizations could represent a broad class of possible forms for $\mu(\cdot)$. The proposed approach views the parameters that characterize the relation between a given realization of $m(\cdot)$ and the particular value of $\mu(\cdot)$ for a given sample as population parameters to be estimated by maximum likelihood or Bayesian methods.
Hamilton’s (2001) parametric approach to flexible nonlinear inference, however, is not valid in the presence of endogenous explanatory variables, where $x_t$ is correlated with $\varepsilon_t$. This endogeneity of explanatory variables is frequently observed in the macroeconometric models and results in inconsistent estimates of parameters. Recently Kim (2004, 2009) proposed a joint estimation procedure and a two-step maximum likelihood estimation (MLE) procedure to deal with the problem of endogeneity in Markov-switching regression models and these procedures are based on the control function approach (Heckman and Vytlacil 1998, Heckman and Navarro 2004, Altonji and Matzkin 2005, Florens, Heckman, Meghir, and Vytlacil 2007, among others). Kim and Nelson (2006) show that the two-step MLE procedure is very useful in the estimation of a forward-looking monetary policy rule in the U.S.A.

The purpose of this paper is to develop a flexible nonlinear inference of Hamilton (2001) in the case of endogenous regressors. In this new approach, we apply the control function approach to Hamilton’s (2001) flexible nonlinear framework. We show that there exists an appropriate transformation of the model that allows us to directly employ Hamilton’s (2001) approach. In estimating a flexible nonlinear model with endogenous regressors, both joint and two-step estimation procedures are considered in this paper. The parameters in these procedure can be estimated by maximum likelihood or numerical Bayesian method.

The plan of the paper is as follows. Section 2 discusses a nonlinear form with endogenous explanatory variables. Section 3 describes the joint estimation procedure and Section 4 derives the two-step estimation procedure. Section 5 concludes.
2 Nonlinear form with endogenous explanatory variables

Hamilton (2001) proposes a new framework that combines the advantages of non-parametric and parametric methods. While the procedure does not assume any specific functional form for the conditional mean function, parameters are used to characterize this function and these parameters are estimated by maximum likelihood or Bayesian methods. Inference is based on classical econometric theory.

Consider the general nonlinear regression model

\[ y_t = \mu(x_t) + \varepsilon_t, \quad \varepsilon_t \sim i.i.d. N(0, \sigma^2_{\varepsilon}), \]  

where \( y_t \) is a scalar dependent variable, \( x_t \) is a \( k \)-dimensional vector of explanatory variables, and \( \varepsilon_t \) is an error term with mean zero that is independent of \( x_t \) and of lagged values \( y_{t-j}, x_{t-j}, z_{t-j} (j = 1, 2, \ldots) \). Equation (1) allows a subset of variables \( x_t \) for which the researcher is willing to assume linearity, thereby gaining efficiency by imposing this restriction. The form of the function \( \mu(\cdot) \) is unknown and we seek to represent it using a flexible class. Following Hamilton (2001), we view this function as the outcome of a random field. That is, if \( \tau \) denotes an arbitrary, nonstochastic \( k \)-dimensional vector, then the value of the function \( \mu(\cdot) \) evaluated at \( \tau \) is treated as being a Gaussian random variable with mean equal to the linear component \( \alpha_0 + \alpha' \tau \) and variance \( \lambda^2 \), where \( \alpha_0, \alpha, \) and \( \lambda \) are population parameters to be estimated. In

\(^1\)A random field is a generalization of a stochastic process such that the underlying parameter need no longer be a simple real or integer valued "time" but can instead take values that are multidimensional vectors or points on some manifold. At its most basic, discrete case, a random field is a list of a random numbers whose indices are mapped onto a space (of \( n \) dimensions). In its most basic form this might mean that adjacent values (i.e. values with adjacent indices) do not differ as much as values that are further apart. This is an example of a covariance structure, man different types of which may be modeled in a random field. The random filed might be thought of as a "function valued" random variable. (Vanmarcke 2010, Wikipedia)

\(^2\)Since we do not know the functional form of \( \mu(\cdot) \), the final outcome \( \mu(\tau) \) evaluated at the realized value \( \tau \)
the special case of \( \lambda = 0 \), then \( \mu(x_t) \) is fixed and equation (1) becomes the usual linear regression model. In general, the parameter \( \lambda \) measures the overall extent of nonlinearity.

The basic point one needs to know about the random field \( \mu(\cdot) \) is how the random variable \( \mu(\tau_1) \) is correlated with \( \mu(\tau_2) \), for \( \tau_1 \) and \( \tau_2 \) again arbitrary \( k \)-dimensional vectors. Hamilton (2001) parameterizes this correlation based on the distance measure:

\[
h_{st} = \left( \frac{1}{2} \left[ \sum_{i=1}^{k} g_i^2(x_{is} - x_{it})^2 \right] \right)^{1/2},
\]

where \( x_{it} \) denotes the \( i \)th element of the vector \( x_t \) and \( g_1, g_2, \ldots, g_k \) are \( k \) additional parameters to be estimated. Hamilton proposes that \( \mu(x_s) \) should be uncorrelated with \( \mu(x_t) \) if \( x_s \) is sufficiently far away from \( x_t \). More precisely,

\[
E[\{\mu(x_s) - \alpha_0 - \alpha' x_s\} | \mu(x_t) - \alpha_0 - \alpha' x_t]\} = 0 \quad \text{if} \quad h_{st} > 1 \quad (2)
\]

However, when \( 0 \leq h_{st} \leq 1 \), this correlation should increase as \( h_{st} \) decreases, with the correlation going to unity as \( h_{st} \) goes to zero. For example, in the case of two explanatory variables, \( k = 2 \), the correlation is assumed to be given by

\[
\text{Corr}(\mu(x_s), \mu(x_t)) = H_2(h_{st}) \quad \text{if} \quad 0 \leq h_{st} \leq 1 \quad (3)
\]

where

\[
H_2(h_{st}) = 1 - (2/\pi)[h_{st}(1 - h_{st}^2)^{1/2} + \sin^{-1}(h_{st})]. \quad (4)
\]

In the presence of nonlinearity, Hamilton writes equation (1) as

---

can be treated as a random variable.
\[ y_t = \alpha_0 + \alpha' x_t + \lambda m(x_t) + \varepsilon_t \] (5)  
\[ = \alpha_0 + \alpha' x_t + \mu(x_t) + \varepsilon_t \] (6)

where \( m(.) \) is the realization of a scalar-valued Gaussian random field with mean zero, unit variance and covariance function given by equation (2) to equation (4). Nonlinearity of the functional form \( \mu(.) \) implies a correlation between \( u_t \) and \( u_s \), the residuals of the linear specification, whenever \( x_t \) and \( x_s \) are close together.

Assuming that the regression disturbance \( \varepsilon_t \) is i.i.d. \( N(0, \sigma^2) \), the composite disturbance \( u_t = \lambda m(x_t) + \varepsilon_t \) is also Gaussian. With independence between \( x'_t \) and \( \varepsilon_t \), this specification implies a GLS regression model of the form

\[ y|X \sim N(X\beta, P_0 + \sigma^2 I_T) \] (7)

where \( y = (y_1, y_2, ..., y_T)' \), \( X \) is the \( T \times (k + 1) \) matrix with \( t \)th row \((1, x'_t)'\), \( \beta \) is the \((1 + k)-\)dimensional vector \((\alpha_0, \alpha')'\), and \( P_0 \) is a \((T \times T)\) matrix whose row \( s \), column \( t \) element is given by \( \lambda^2 H_k(h_{st})\delta_{[h_{st}<1]} \) with \( h_{st} \) defined above, and the function \( H_k(.) \) is specified in equation (4) for the case \( k = 2 \). The indicator function \( \delta_{[\cdot]} \) is unity when the condition \([\cdot]\) holds, and zero otherwise.

In addition to the linear regression parameters \((\alpha_0, \alpha')\) and \( \sigma^2 \), parameters to be estimated are the variance of the nonlinear regression error, \( \lambda^2 \), which governs the overall importance of the nonlinear component, and the parameters \((g_1, g_2, ..., g_k)\) determining the variability of the
nonlinear component with respect to each explanatory variable in \( x_t \). As the above discussion implies, estimation and inference can be achieved by a GLS Gaussian regression or numerical Bayesian methods.

Hamilton’s (2001) methodology for the estimation of equation (7), however, is not valid when the regressors \( x_t \) are endogenous. In order to resolve this issue, in this paper, we consider the following nonlinear regression model in which the explanatory variables are correlated with the disturbance term:

\[
\begin{align*}
\phi_t &= \beta_t(x_t) + \epsilon_t, \quad \epsilon_t \sim i.i.d. \ N(0, \sigma^2), \\
x_t &= \delta z_t + \nu_t, \quad \nu_t \sim i.i.d. \ N(0, \Sigma_v), \\
Cov(\nu_t, \epsilon_t) &= C_{v,\epsilon},
\end{align*}
\]  

(8)  
(9)  
(10)

where \( y_t \) is a scalar dependent variable, \( x_t \) is a \((k \times 1)\) vector of explanatory variables correlated with \( \epsilon_t \), \( z_t \) is a \((r \times 1)\) vector of instrumental variables with \( r \geq k \), \( \delta \) is a \((r \times k)\) coefficient matrix, \( C_{v,\epsilon} \) is a constant correlation vector, and \( \nu_t \) is a \((k \times 1)\) vector.

In order to employ Hamilton’s (2001) methodology in the estimation of equations (8) and (9), we need to transform the model so that the explanatory variables and the disturbance terms are uncorrelated. As in Kim (2004, 2009), the key to the approach is the Cholesky decomposition of the variance-covariance matrix of \([\nu_t' \epsilon_t]'\) where \( \nu_t = \Sigma_v^{-1/2} \nu_t \) in order to rewrite \([\nu_t' \epsilon_t]'\) as a function of independent shocks:
\[
\begin{bmatrix}
    v_t^* \\
    \varepsilon_t
\end{bmatrix} =
\begin{bmatrix}
    I_k & 0_k \\
    \rho_{v,v} \sigma_v & \sqrt{(1 - \rho_{v,v} \rho_{v,v})} \sigma_v
\end{bmatrix}
\begin{bmatrix}
    u_t \\
    w_t
\end{bmatrix},
\]  

(11)

where \(0_k\) is \((k \times 1)\) zeros vector, \(\rho_{v,v}\) is a \((k \times 1)\) vector of correlation coefficients, \(I_k\) is a \((k \times k)\) identity matrix and \(u_t\) and \(w_t\) are independent standard normal random variables. From the equation (11), we can rewrite equation (8) and (9) as follows:

\[
y_t = \mu(x_t) + \gamma' v_t^* + \epsilon_t^*,
\]  

(12)

\[
x_t = \delta' z_t + \Sigma_{u}^{1/2} u_t,
\]  

(13)

\[
\epsilon_t^* \sim i.i.d. N(0, \sigma_{\epsilon*}^2),
\]

where \(\gamma = \rho_{v,v} \sigma_v\), \(\epsilon_t^* = \sqrt{(1 - \rho_{v,v} \rho_{v,v})} \sigma_v w_t\), \(\sigma_{\epsilon*}^2 = (1 - \rho_{v,v} \rho_{v,v}) \sigma_v^2\), and \(v_t^* = u_t\). Solving equation (13) for \(u_t\) and substituting this into equation (12) results in the following transformation of equation (8):
\[ y_t = \mu(x_t) + \left[ \Sigma_v^{-1/2}(x_t - \delta'z_t) \right]'\gamma + e_t^* \]  
\[ = \mu(x_t) + (x_t - \delta'z_t)'\gamma + e_t^* \]  
\[ = \mu(x_t) + \gamma'v_t + e_t^*, \]  
\[ (14) \]
\[ (15) \]
\[ (16) \]

where \( \gamma^* = \Sigma_v^{-1/2}\gamma \). Note that in equation (16), the new disturbance term \( e_t^* \) is independent of either \( x_t \) or \( v_t \). The term, \( \left[ \Sigma_v^{-1/2}(x_t - \delta'z_t) \right]'\gamma \) (= \( \gamma'v_t \)), works as a bias correction term and we can apply Hamilton’s (2001) methodology to have flexible nonlinear inference. Following Hamilton (2001), the system of two equations (12) and (13) can be rewritten as follows:

\[ y_t = \mu(x_t) + \gamma'^*v_t + e_t^* \]  
\[ = \alpha_0 + \alpha'x_t + \gamma'^*v_t + \lambda m(x_t) + e_t^* \]  
\[ x_t = \delta'z_t + v_t, \]  
\[ (17) \]
\[ (18) \]
\[ (19) \]

where \( v_t = (x_t - \delta'z_t) \), and \( \mu(x_t) = \alpha_0 + \alpha'x_t + \lambda m(x_t) \). Since, in equation (18), \( x_t, v_t \) and \( m(x_t) \) are independent of \( e_t^* \) and \( e_t^* \) is i.i.d.\( \mathcal{N}(0, \sigma_e^2) \), we can apply Hamilton’s (2001) procedure to the equation (18) conditional on \( x_t \) and \( (x_t - \delta'z_t) \). Note that the result from the estimate of equation (11) by Hamilton’s (2001) procedure would not be \( \mu(x) \), which is the function of interest, but instead of \( \mu(x) + (x_t - \delta'z_t)'\gamma^* \). To obtain the estimate of \( \mu(x) \), we need to take off the bias correction term.
In estimating the model described in (18) and (19), both joint and two-step estimation are considered in this paper.

3 Joint estimation procedure: FIML

Note that the disturbance terms in (18) and (19) are independent. This provides a basis for constructing the log likelihood function for the joint estimation of the models.

Define \( y = (y_1, y_2, \ldots, y_T)' \), \( \beta = (\alpha_0, \alpha', \gamma')' \), \( X \) is \((T \times (2k + 1))\) matrix with \( t \)th row \((1 \ x_t' \ v_t')\), \( x = (x_1', \ldots, x_T')' \), \( Z = (Z_1 Z_2 \ldots Z_T)' \), where \( Z_t = I_k \otimes \tilde{z}_t \), \( \tilde{z}_t = (1 \ z_t')' \) and \( I_k \) is \((k \times k)\) identity matrix, \( u = (u_1' \ u_2' \ldots u_T')' \), where \( u_i \) for \( i = 1, 2, \ldots, T \), is \((k \times 1)\) vector, \( \delta = (\delta_1' \ldots \delta_k')' \), where \( \delta_i \), for \( i = 1, \ldots, k \), is \([(r + 1) \times 1]\) vector, and \( V = I_T \otimes \Sigma_v \), where \( I_k \) is \((k \times k)\) identity matrix. Since the regression errors \( \varepsilon_i^* \) is assumed to be i.i.d.\(N(0, \sigma^2_{e^*})\) and \((x_t', z_t')\) are strictly exogenous, the specification of the equations (18) and (19) implies a GLS regression model of the form

\[
\begin{align*}
    y|X & \sim N(X\beta, P_0 + \sigma^2_e I_T) \\
    x|Z & \sim N(Z\delta, V),
\end{align*}
\]  

where
\[ \mathbf{P}_0 = [\lambda^2 H_k(h_{ij})]_{i,j=1,2,...,T} \quad (22) \]
\[ h_{ij} = (1/2)[(g \odot (x_i - x_j))(g \odot (x_i - x_j))]^{1/2}. \quad (23) \]

We define the parameters associated with the models, (18) and (19) as:

\[ \theta = [\theta_1' \theta_2']', \quad (24) \]

where \( \theta_1 = [\alpha_0, \alpha', \lambda, \sigma^2, \gamma^*]' \) is the vector of parameters that are associated with equation (18) and \( \theta_2 = [\delta', \text{vech}(\Sigma_v)]' \) is the vector of parameters that are associated with equation (19). For consistent and efficient joint estimation of the model (18) and (19), we maximize the following log likelihood function with respect to \( \theta \):

\[ \mathcal{L}(\theta) = \ln f(y, X; \theta) \]
\[ = \ln f(y|X; \theta) + \ln f(x; \theta_2), \quad (25) \]

where
\begin{align}
\ln f(y|X; \theta) &= -\frac{T}{2}\ln(2\pi) - \frac{1}{2}\ln|P_0 + \sigma^2_{\epsilon}I_T| \\
&\quad - \left\{ \frac{1}{2}(y - X\beta)'(P_0 + \sigma^2_{\epsilon}I_T)^{-1}(y - X\beta) \right\} \\
\ln f(x; \theta_2) &= -\frac{T}{2}\ln(2\pi) - \frac{1}{2}\ln|V| - \left\{ \frac{1}{2}(x - Z\delta)'V^{-1}(x - Z\delta) \right\}.
\end{align}

Define \( \zeta \equiv \lambda/\sigma_{e^*} \) to be the ratio of the standard deviation of the nonlinear component \( \lambda m(x_t) \) to that of the regression residual \( e^* \). As in Hamilton (2001), a convenient reparameterization can allow easier estimation structure of the equations (20) - (23). Let \( \theta_1 = (\theta'_{11}, \theta'_{12})' \), where \( \theta_{11} = (\alpha_0, \alpha', \gamma', \sigma^2_{\epsilon^*})' \) contain the parameters from the linear part of the model (18) and \( \theta_{12} = (g', \zeta)' \) the nonlinear parameters. Let \( H(g) \) denote the \((T \times T)\) matrix whose \((t,s)\) element is \( H_k(h_{ts}(g)) \) and

\[ W(x; \theta_{12}) = \zeta^2 H(g) + I_T, \tag{28} \]

where for each pair of observations \( t \) and \( s \), \( \tilde{x}_t = g \odot x_t \) and \( h_{ts}(g) = (1/2)[(\tilde{x}_t - \tilde{x}_s)'(\tilde{x}_t - \tilde{x}_s)]^{1/2} \). Note from (26) that the log likelihood can be written

\begin{align}
\ln f(y|X; \theta_{12}, \theta_2) &= -\frac{T}{2}\ln(2\pi) - \frac{T}{2}\ln(\sigma^2_{\epsilon^*}) - \frac{1}{2}\ln|W(x; \theta_{12})| \\
&\quad - \left\{ \frac{1}{2\sigma^2_{\epsilon^*}}(y - X\beta)'W(x; \theta_{12})^{-1}(y - X\beta) \right\}. \tag{29}
\end{align}

For given \( \theta_{12}, \theta_2 \), the value of \( \theta_{11} \) that maximizes (29) can be calculated analytically as
\[ \tilde{\beta}(\theta_{12}, \theta_2) = \left[ X'W(x; \theta_{12})^{-1}X \right]^{-1} \left[ X'W(x; \theta_{12})^{-1}y \right], \quad (30) \]

\[ \hat{\sigma}_{\epsilon*}^2(\theta_{12}, \theta_2) = \left[ y - X\tilde{\beta}(\theta_{12}, \theta_2) \right]' W(x; \theta_{12})^{-1} \left[ y - X\tilde{\beta}(\theta_{12}, \theta_2) \right] / T \quad (31) \]

The equations (30) and (31) allow us to concentrate the log likelihood (29) as

\[ L(\theta_{12}; y, X) = \sum_{t=1}^{T} \ln f(y_t | X_t, Y_{t-1}; \tilde{\theta}_{11}(\theta_{12}), \theta_{12}, \theta_2) \]

\[ = -\frac{T}{2} \ln (2\pi) - \frac{T}{2} \ln (\hat{\sigma}_{\epsilon*}^2) - \frac{1}{2} \ln |W(x; \theta_{12})| - (T/2), \quad (32) \]

where \( Y_t = (y_t, X'_t, y_{t-1}, \ldots, y_1, X'_1)' \) denote information observed through date \( t \). Now, the numerically maximizing (27) and (32) gives the MLE \( \hat{\theta}_2 \), and \( \hat{\theta}_{12} \), which from (30) and (31) gives \( \hat{\theta}_{11} \). Therefore, the joint estimation procedure is based on the equations (27), (30), (31), and (32) and would deliver an asymptotically most efficient estimator.

4 Two-step estimation procedure

Although the joint estimation procedure would deliver an asymptotically most efficient estimator, the joint estimation procedure may be subject to the curse of dimensionality as pointed out in Kim (2009) and a reasonable alternative to the joint estimation procedure is a two-step estimation procedure. Recall that \( \theta_1 \) is parameter vectors associated with equation (18) and \( \theta_2 \) is the vector of parameters associated with equation (19). To get an insight into the two-step
estimation of the model given by equations (18) and (19), consider the log likelihood function in equation (25). The basic idea for a two-step procedure is to estimate $\theta_2$ by maximizing $\ln f(x; \theta_2)$, and then to estimate $\theta_1$ by maximizing $\ln f(y|x; \theta) = \ln f(y|X; \theta_1, \theta_2)$ conditional on the estimates for $\theta_2$. The associated cost of a two-step procedure, however, is the potential loss of efficiency. We summarize the two-step estimation procedure as follows:

**Step 1:**
In the first step, the equation to be estimated is:

$$\begin{align*}
x_t &= \delta'z_t + v_t \\
v_t &\sim \text{i.i.d.} N(0, \Sigma_v).
\end{align*}$$

The equation (27) is the log likelihood function associated with the equation (33), and so, the log likelihood function is maximized with respect to $\theta_2$ and then, we obtain the consistent estimates for $\hat{\theta}_2 = [\hat{\delta}', vech(\hat{\Sigma}_v)]'$.

**Step 2:**
In the second step, we estimate equation (18) conditional on $\hat{\theta}_2$ which is obtained from the Step 1. The equation to be estimated is:

$$\begin{align*}
y_t &= \alpha_0 + \alpha'x_t + \gamma^*\hat{v}_t + \lambda m(x_t) + e_t \\
&= \alpha_0 + \alpha'x_t + \gamma^*[x_t - \hat{\delta}'z_t] + \lambda m(x_t) + e_t \\
e_t &\sim \text{i.i.d.} N(0, \sigma_e^2),
\end{align*}$$
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where \( \epsilon_t = \epsilon_t^* + (\mathbf{v}_t - \hat{\mathbf{v}}_t)' \gamma^* \), \( \hat{\mathbf{v}}_t = x_t - \delta' z_t \).

The log likelihood function to be maximized is given by:

\[
\ln f(y|\tilde{\mathbf{X}}; \theta_1, \hat{\theta}_2) = -\frac{T}{2}(2\pi) - \frac{1}{2}\left| \mathbf{P}_0 + \sigma_e^2 \mathbf{I}_T \right| - \left\{ \left( -\frac{1}{2} \right) (y - \tilde{\mathbf{X}}\beta)'(\mathbf{P}_0 + \sigma_e^2 \mathbf{I}_T)^{-1}(y - \tilde{\mathbf{X}}\beta) \right\},
\]

where \( \tilde{\mathbf{X}} = (T \times (2k + 1)) \) matrix with \( t \)th row \( (1 \ x_t' \hat{\mathbf{v}}_t^0) \).

As the case of a convenient reparameterization in the joint estimation procedure, we estimate equation (34) with a convenient reparameterization. Let \( \theta_{11}^* = (\theta_{11}', \theta_{12}')' \), where \( \theta_{11}^* = (\alpha_0, \alpha', \gamma', \sigma_e^2)' \) contain the parameters from the linear part of the model (34) and \( \theta_{12} = (g', \zeta)' \) the nonlinear parameters. Note from (29) that the log likelihood conditional on \( \hat{\theta}_2 \) can be written

\[
\ln f(y|\tilde{\mathbf{X}}; \theta_{12}, \hat{\theta}_2) = -\frac{T}{2} \ln (2\pi) - \frac{T}{2} \ln (\sigma_e^2) - \frac{1}{2} \ln |\mathbf{W}(x; \theta_{12})| - \left\{ \left( -\frac{1}{2\sigma_e^2} \right) (y - \tilde{\mathbf{X}}\beta)'\mathbf{W}(x; \theta_{12})^{-1}(y - \tilde{\mathbf{X}}\beta) \right\}.
\]

For given \( \theta_{12}, \hat{\theta}_2 \), the value of \( \theta_{11} \) that maximizes (36) can be calculated analytically as:

\[
\tilde{\beta}(\theta_{12}, \hat{\theta}_2) = \left[ \tilde{\mathbf{X}}'\mathbf{W}(x; \theta_{12})^{-1}\tilde{\mathbf{X}} \right]^{-1} \left[ \tilde{\mathbf{X}}'\mathbf{W}(x; \theta_{12})^{-1}y \right],
\]

\[
\tilde{\sigma}_e^2(\theta_{12}, \hat{\theta}_2) = \left[ y - \tilde{\mathbf{X}}\tilde{\beta}(\theta_{12}, \hat{\theta}_2) \right]'\mathbf{W}(x; \theta_{12})^{-1} \left[ y - \tilde{\mathbf{X}}\tilde{\beta}(\theta_{12}, \theta_2) \right] / T.
\]
The equations (37) and (38) allow us to concentrate the log likelihood (36) conditional on \( \hat{\theta}_2 \) as

\[
L(\theta_{12}; y, X) = \sum_{t=1}^{T} \ln f(y_t | X_t; Y_{t-1}; \theta_{11}^*(\theta_{12}), \theta_{12}, \hat{\theta}_2)
= -\frac{T}{2} \ln (2\pi) - \frac{T}{2} \ln (\hat{\sigma}_e^2) - \frac{1}{2} \ln |W(x; \theta_{12})| - (T/2).
\]

(32)

Now, the numerically maximizing (32) conditional on \( \hat{\theta}_2 \) gives the MLE \( \hat{\theta}_{12} \), which from (37) and (38) gives \( \hat{\theta}_{11}^* \). Even though the two-step procedure provides a consistent estimation of the model, the covariance matrix of \( \hat{\beta} \) obtained by inverting the negative of the Hessian matrix would be biased, due to the generated regressors \( x_t - \delta' z_t \) that replace \( x_t - \delta' z_t \) in the second-step regression of equation (18).

5 Concluding remarks

A linear regression is not a good choice in the certain cases such as the relationship between oil prices and business cycle (Hamilton 2003, Kim 2012) and scholars tend to consider nonlinear specifications. The crucial issue, however, is how ones choose a proper specification over all possible nonlinear relations. Hamilton (2001) proposes a flexible nonlinear inference where the philosophy of his methodology is non parametric idea but the estimation is a parametric approach and Hamilton (2003) and Kim (2012) show that this methodology is very useful in addressing nonlinear relation between oil prices and the business cycle in the time-series and in the panel...
Hamilton’s (2001) methodology, however, is not valid in the presence of endogenous explanatory variables. This paper develops a flexible nonlinear inference with endogenous regressors. We apply the control function approach and show that there exists an appropriate transformation of the model that allows us to directly employ Hamilton’s (2001) approach. We propose two estimation procedures: a joint estimation procedure and a two-step estimation procedure. The parameters in these procedures can be estimated by maximum likelihood or Bayesian methods.

Our new methodology can be useful in the macroeconometric models where there are endogenous explanatory variables and true relation between dependent variable and explanatory variables is nonlinear such as the cases of nonlinear Taylor rule (Kim et al. 2005) and nonlinear macro model (Wolman 2006). We leave the application of new methodology for future research.
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